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1
Decision/action requested

The group is asked to approve this contribution
2
References

[1]
3GPP TR 28.890: " Study on integration of Open Network Automation Platform (ONAP) and 3GPP management for 5G networks"
3
Rationale

This contribution addresses the handling of configuration management 
4
Detailed proposal

First change
[x]
Table Attribution: Creator: ONAP, under Creative Commons Attribution 4.0 International License, https://creativecommons.org/licenses/by/4.0/, URI to access the table: https://onap.readthedocs.io/en/latest/submodules/vnfrqts/requirements.git/docs/Chapter7/Configuration-Management.html, accessed 12.02.2018.
Second change
6.1.1.2
APPC

6.1.1.2.1
Overview 

The Application Controller (APPC) is one of the components in the ONAP platform. Its main function is to control the lifecycle of VNFs and VNFCs (but not PNFs). APPC can use one of several adapters to connect to a VNF. 
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Figure 6.1.1.2.1-1: APPC High Level Architecture

NOTE: 
APPC High Level Architecture Figure attribution [20].

In ONAP R3, APPC contains adapters towards the following interface protocols:

- 
Netconf with uploadable Yang model (requires a Netconf server running on the VNF)

- 
Chef (requires a Chef client running on the VNF)

- 
Ansible (no requirements on the VNF software)

APPC interacts directly with VNFs through its Network and Application Adapters to perform configuration activities within NFV environment. These activities include service and resource configuration/reconfiguration, automated scaling of resources, service and resource removal to support runtime lifecycle management of VNFs and services. The Adapters employ a model driven approach along with standardized APIs provided by the VNF developers to configure resources and manage their runtime lifecycle.
The APPC architecture is designed to allow a VNF owner or vendor to enable a new VNF to support a set of LCM API actions that are designated as self-service. This procedure is known as VNF self-service onboarding. The VNF owner/vendor needs to create a template and parameter definitions for LCM actions that use the Netconf, Chef, or Ansible protocols. 

The template is a text block in XML (if the protocol is Netconf) or JSON (for Chef or Ansible) format that defines the "payload" to be included in the request. This file contains the desired configuration parameter values to execute the LCM action and is sent, either directly to the VNF (for Netconf), or to the Chef/Ansible server that in turn uses these values to configure the VNF.

6.1.1.2.2
APPC Netconf Adapter 

The APPC Netconf Adapter is responsible for sending configuration tasks in XML format to VNFs that support the Netconf protocol. APPC includes a deployment of OpenDaylight and thus can consume NRMs expressed in the YANG modelling language.

6.1.1.2.3
APPC Chef Adapter 

Chef is an open-source VNF management framework. The APPC Chef adapter enables APPC to operate cookbooks that perform various LCM operations towards VNFs connected to an external Chef server. This server acts as a hub for configuration data and stores cookbooks, the policies that are applied to VNFs, and metadata that describes each registered VNF that is being managed by Chef. A Chef client is required on the VNFs that will be directly managed by the Chef server. The client exposes REST APIs used to manage the VNF.

A cookbook is the fundamental unit of configuration and policy distribution. A cookbook defines a scenario and contains recipes that specify the resources to use and the order in which they are to be applied. A recipe is expressed in the Ruby language and consists mainly of a collection of resources, defined using patterns (resource names, attribute-value pairs, and actions). Each recipe is required to be stored in a cookbook and may be included in another recipe or have a dependency on one (or more) recipes.

A cookbook also contains:

- 
Attribute values

- 
File distributions

- 
Templates

- 
Extensions to Chef, such as custom resources and libraries

6.1.1.2.4
APPC Ansible Adapter 

Ansible is an open-source VNF management framework. The APPC Ansible adapter enables APPC to operate playbooks that perform various LCM operations towards VNFs connected to an external Ansible server. This server can execute Ansible playbooks southbound towards the VNF and exposes a REST interface northbound towards APPC that is compliant with its requirements. The exact implementation of the Ansible Server is left open. Any action (e.g.,configure, restart, health check) can be executed on the VNF by constructing a playbook or set of playbooks that is executed by an Ansible agent on the VNF via SSH.
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Figure 6.1.1.2.4-1: Ansible workflow envisioned when APPC receives an event

NOTE: 
Ansible workflow envisioned when APPC receives an event Figure attribution [21].

Playbooks are expressed in YAML format and model a configuration or process. Each playbook is composed of one or more 'plays' in a list. Each play contains of a list of tasks and indicates a set of host machines to target and a remote user for authentication. Tasks are executed in order, one at a time, against all machines matched by the host pattern, before moving on to the next task. Within a play, all hosts receive the same task directives. It is the purpose of a play to map a selection of hosts to tasks. 

The goal of each task is to execute a single Ansible module with specific arguments. Ansible modules are reusable, standalone scripts that execute within an Ansible server and return information in JSON format. Variables can be used in arguments to modules. Each module has a dedicated use, such as administering users on a specific type of database or managing VLAN interfaces on a specific type of network device. Modules are for the most part vendor-specific.
Third change
6.2.3
Communication protocols

6.2.3.1
NETCONF 
APPC allow the use of the NETCONF protocol towards the xNF. (As noted above, APPC does not officially have support for PNFs in ONAP R3.) APPC and their Adapters utilize device YANG model and NETCONF APIs to make the required changes in the VNF state and configuration. APPC support the following operations which act directly upon the VNF. Most of these utilize the NETCONF interface. There are additional commands in use but these either act internally on Controller itself or depend upon network cloud components for implementation. 
Healthcheck is a command for which no NETCONF support exists. Therefore, it be supported using a RESTful interface in ONAP definition.
Table 6.2.3.1.1: ONAP APPC Configuration Management
	Action
	Description
	VNF Action
	NETCONF COMMANDs

	Action Status
	Queries ONAP Controller for the current state of a previously submitted runtime LCM (Lifecycle Management) action.
	Checks if VNF is busy. Current operation depends on a completion code from any previous operation. In the future a positive acknowledgement of busy status may be useful to handle ambiguous conditions. However, at this time none is being used.
	<none>

	Audit
	Compare active configuration against a configuration stored in ONAP’s configuration store.
	Retrieve running configuration and device state information. Get-config updates the config tree which can then be compared to the stored current config in the ONAP database.
	get-config

	CheckLock
	Returns true when the given VNF has been locked.
	VnfLock may have been used to lock the VNF. There is currently no way to query lock state in NETCONF so locked state is managed internally by ONAP.
	<none>

	Configure
	Configures the target VNF or VNFC.
	The <edit-config> operation loads all or part of a specified configuration data set to the specified target VNF.
	edit-config, commit

	LiveUpgrade
	Upgrades the target VNF to a new version without interrupting VNF operation.
	Supported today on some VNFs via CLI only (the CLI use is an interim solution)
	load, restart

	<mount>
	This is an internal Controller operation used to create config-tree and operations tree in the controller.
	ONAP must retrieve a schema definition from the VNF. The NETCONF server returns the requested schema. During session establishment ONAP issues a NETCONF <get> command which will retrieve all running configuration parameters, all running operational parameters and a list of NETCONF schemas. ONAP retrieves the schemas to create a Yang model describing the parameters used by the VNF and legal values for each parameter (patterns or ranges). The schemas tell ONAP what parameters can be set and what constitute legal values for those parameters.
	get, get-schema

	ConfigModify
	The ConfigModify LCM action affects only a subset of the total configuration data of a VNF. It can be used to change specific parameters across a number of separate instances for the same VnfcType without changing instance specific values of each. It can also be used to make successive changes to a number of parameters where those changes are considered cumulative. Thus each ConfigModify invocation leaves previous values untouched and only edits the parameters which are sent to ONAP.
	The <edit-config> operation loads only a part of the full set of configuration parameters to the specified target configuration without changing any existing parameters.
	edit-config, commit

	ConfigSave
	Saves a VNF’s running configuration into the configuration store in ONAP, for later retrieval.
	(optional) If copy-config to a local file is supported by the VNFC this command is used to store the running config locally in order to save time on any subsequent Reconfigure. To support this action, the VNF must allow <copy-config> to save to a local file and must support subsequent retrieval of the copied configuration back to the running configuration. If this capability is not supported, ONAP will still function, but updates will take longer.
	copy-config, delete-config

	Reconfigure
	Reconfigure a VNF to some previously stored baseline configuration stored by a previous ConfigSetBaseline.
	If a previous config has been saved locally, and designated as the baseline configuration, use quick restore (<copy-config> from file). If the restore fails, fallback to a process of changing the configuration value by value using <edit-config> and referencing the SQL values stored by APP-C.
	edit-config or copy-config

	ConfigRestore
	Reconfigure a VNF to some previously stored baseline configuration stored by a previous ConfigSetBaseline.
	If a previous config has been saved locally use quick restore (<copy-config> from file). If the restore fails, fallback to a process of changing the configuration value by value using <edit-config>.
	edit-config or copy-config

	Sync
	Updates the current configuration of a VNF in ONAP’s SQL configuration storage repository by uploading the running config. Useful if the current and running configurations do not match as determined by a previous Audit call.
	Retrieve running config from VNF
	get, get-config

	VNFLock
	Lock or Unlock a VNF to ensure exclusive access during a series of critical steps.
	The lock operation allows the client to lock the configuration system of a device.
	lock, unlock

	HealthCheck
	Executes a VNF health check and returns the result. A health check is VNF-specific.
	The ONAP health check interface is defined over REST and requires the target VNF to expose a standardized HTTP(S) interface for that purpose. Return the health status of the VNF by performing (via any vendor-specific means) internal checks of needed resources, process states, etc. The specific errors returned can be used to indicate the source of the problem. ONAP will generate error events for all reported health problems.
	REST API, 
GET/check, GET/status


In 3GPP release 15, a YANG model of the 5G NRM is specified in TS 28.541. 3GPP SA5 has yet to decide if the required NETCONF solution should be introduced as Rel-15 CRs or as Rel-16 new feature. 

6.2.3.2

Other protocol options

The Chef and Ansible protocols supported by ONAP controllers are primarily intended for LCM operations rather than CM operations. Furthermore, both protocols require the use of an open-source-based server external to ONAP. For these reasons, these protocols are not applicable to, or appropriate for, CM operations on the 5G NRM.
End of changes
